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- Introduced by Sims (1980), VAR is used by macroeconomists
- to characterise the joint dynamic behaviour of a collection of variables, and
- to forecast movements of macroeconomic variables based on potential future paths of specified variables.
- We focus on the 'reduced' form VAR, i.e. the stationary VAR model without restrictions,

$$
\mathbf{y}_{t}=\boldsymbol{B} \boldsymbol{y}_{t-1}+\epsilon_{t}
$$

for $t=1, \ldots, T$, where
$\boldsymbol{v}_{t}=\left(y_{1}+y_{2}+\ldots, \boldsymbol{v}_{m, t}\right)^{\prime}$ is the $m \times 1$ vector of macroeconomic variables at time $t$, $\boldsymbol{B}$ is the $m \times m$ matrix of unknown regression coefficients, $\epsilon_{t}=\left(\epsilon_{1}, t, \epsilon_{2, t}, \ldots, \epsilon_{m}\right)^{\prime}$ is the $m \times 1$ innovation vector at time $t$.
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So what is the DPM?
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- The DPM's stick-breaking representation (see Sethuraman (1992)), is :

$$
P=\sum_{j=1}^{\infty} w_{j} \delta_{\phi_{j}}
$$

$\phi_{j} \stackrel{\text { iid }}{\sim} P_{0}, w_{1}=v_{1}, \quad w_{j}=v_{j} \prod_{l<j}\left(1-v_{l}\right)$ with $v_{j} \stackrel{\text { iid }}{\sim} \operatorname{Be}(1, M)$, and we can write

$$
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To facilitate computation auxiliary allocation variables $\left(d_{1}, \ldots, d_{n}\right)$ are introduced, so that $p\left(d_{i}=j\right)=w_{j}$, and $w_{1}, w_{2}$,
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